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Abstract

Root vectors are a classical, albeit somewhat underappreciated, topic in
linear algebra in the regular case [4, 11]. More recently, they have proven to be
a powerful tool in the singular case as well [1, 2, 8, 9, 10]. In this presentation,
we will explore their applicability in increasingly general situations, including
classical eigenvalue problems, generalized eigenvalue problems [9], polynomial
and rational matrices [1, 2, 4, 10], as well as analytic and meromorphic matrices
[8, 11].

Let us first consider the most basic case of classical eigenvalue problems,
focusing on root vectors that are polynomials. If F is an algebraically closed
field and A € F™"*" has an eigenvalue A € I, a root polynomial for A at A of
order £ is defined as a vector v(z) € F[z]™ such that

(1) (A —zDv(z) = (x — N w(z) with w(X) # 0; (2) v(A) #0.

Such a root polynomial can be seen as a generating function for a Jordan
chain of A at A. Indeed, if we expand it as v(z) = vy + vi(z — ) + va(x —
A)? +wg(z — A)3 + ..., then it is easy to see that v, vi,...,v,_1 is a Jordan
chain of length ¢ for A associated with the eigenvalue A\. A kind of converse
statement also holds: for example, if vg,v1,vs is a Jordan chain of lenght 3
at A then one has (A — Al)vg = 0, (A — Al)vy = vy, and (A — A)vy = vy.
Hence, (A — zI)(vg + (z — Nv1 + (2 — XN)?v3) = (z — A\)3(—v2) so that v(z) =
vo + (z — AN)v1 + (z — M) ?vs is a root polynomial of order 3 for A at .

One can further extend this idea by constructing mazimal sets of root poly-
nomials, which correspond to generating functions for canonical sets of Jordan
chains. This process involves several steps:

1. A set of root polynomials {v;(z)}5_; at A for A, of orders £1 > -+ > £, is
called A-independent if the constant matrix [v1(A) ... wvs()\)] has full
column rank;

2. A M-independent set of root polynomials at A for A is called complete if
there are not A-independent sets of larger cardinality;

3. A complete set of root polynomials at A for A is called maximal if it cannot
be modified by replacing one root polynomial with another of larger order
while still maintaining the completeness property.



It can be proven that the orders of a maximal set of root polynomials are
precisely the partial multiplicities of the eigenvalue A for the matrix A. Thus,
a maximal set serves as a condensed source of relevant information about the
eigenvalue ), including partial multiplicities and (generalized) right eigenvectors.

The concept of a maximal set of root vectors, which include root polynomi-
als as a special case, can be extended beyond the classical eigenvalue problem
represented by the pencil A — xI. Specifically, maximal sets of root vectors
exist, and exhibit similar properties to those discussed earlier in the context of
the generalized eigenvalue problem (A + zB), the polynomial eigenvalue prob-
lem (P(z) € Flx]™*™), the rational eigenvalue problem (R(z) € F(z)™*™), and
other nonlinear eigenvalue problems involving matrices over the ring of analytic
functions or the field of meromorphic functions.

All these generalizations, unlike the classical eigenvalue problem, encompass
the singular case. For instance, a pencil A + xB is regular if it is square and
det(A + xB) # 0, while it is singular otherwise. Analogous definitions apply
to polynomial, rational, analytic, and meromorphic matrices. The application
of the concept of a canonical set of Jordan chains becomes problematic in the
singular case, as it is not immediately clear how to extend the definition of eigen-
vectors (let alone chains). However, the notion of a maximal set of root vectors
is flexible enough to adapt to singular (linear or nonlinear) eigenvalue problems.
The starting point is the generalization of the notion of a root polynomial. Sup-
pose M(z) is a minimal basis [3] for the singular pencil A + B € F[z]1™*",
and define kery(A + zB) as the linear span of the columns of M (A). Then, a
vector v(x) € F[z] is termed a root polynomial for A+ xB at X\ of order ¢ if:

(1) (A+zB)v(z) = (z — N\ w(x) with w(\) # 0; (2) v(A) & kery(A+ xB).

Maximal sets are then defined similarly to the regular case, with the excep-
tion that for A-independence one requires [M(A) v1(A) ... vs(A)] to have
full rank. It is important to note that, in the regular case (or more gener-
ally when the pencil A + zB has full column rank), the block M (\) is empty.
One significant application is the rigorous definition of eigenvectors also for
singular pencils: an eigenvector is a nonzero element of the quotient space
ker(A 4+ AB)/kery(A 4+ xB). It should be noted that, if A + 2B has full col-
umn rank, then kery(A+xB) = {0} is trivial and the conventional definition of
an eigenvector is thus regained. Eigenvectors of singular pencils have numerous
computational applications [5, 6, 7].

Finally, root vectors can also be defined for rational matrices, using a connec-
tion with valuation theory [10], and for analytic (and meromorphic) matrices,
using a connection with module theory [8]. In all these settings, by utilizing
root vectors, eigenvectors can still be defined also for matrices that do not have
full column rank.
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